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ABSTRACT 
Despite the consensus that information security should become an impor
tant consideration in information technology (IT) governance rather than 
the sole responsibility of the IT department, important IT governance 
decisions are often made on the basis of fulfilling business needs with 
a minimal amount of attention paid to their implications for information 
security. We study how an important IT governance mechanism—the 
degree of centralized decision making—affects the likelihood of cyberse
curity breaches. Examining a sample of 504 U.S. higher-education institu
tions over a four-year period, we find that a university with centralized IT 
governance is associated with fewer breaches. Interestingly, the effect of 
centralized IT governance is contingent on the heterogeneity of 
a university’s computing environment: Universities with more heteroge
neous IT infrastructure benefit more from centralized IT decision making. 
In addition, we find the relationship between centralized governance and 
cybersecurity breaches is most pronounced in public universities and 
those with more intensive research activities. Collectively, these findings 
highlight the tradeoff between granting autonomy and flexibility in the 
use of information systems and enforcing standardized, organization- 
wide security protocols. 
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Introduction 

Information security has become a top priority for managers in both public and private sectors. 
With cybersecurity breaches causing significant disruptions in business operations, huge finan
cial losses, and other long-term, intangible damage, information security management (ISM) 
has drawn much attention from IS researchers [6-8, 69, 70, 82]. Although much progress has 
been made in the field of ISM, there remain several limits to current understanding. 

First, there is a dearth of empirical research that uses archival data to examine this issue, 
possibly due to the difficulties of obtaining relevant data.1 As Kotulic and Clark [50, p. 597] point 
out, “the majority of the relevant literature is based on opinion, anecdotal evidence, or experi
ence.” The lack of large sample empirical evidence leads to several implications: for example, 
there is a minimal amount of evidence-based insight on what types of information technology 
(IT)-related policies and practices lead to better information security. Furthermore, it is difficult 
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for corporate executives to evaluate and justify investments in information security without 
understanding the effectiveness of these investments. 

Second, although managers are increasingly cognizant that information security should 
become an important consideration in IT governance rather than the responsibility of the 
IT department alone [65, 72], research on ISM has rarely examined the impact of IT 
governance on information security. As a result, important governance policies, such as 
those regarding IT decision-making rights, are often made exclusively on the basis of 
fulfilling business objectives such as achieving flexibility, agility, or efficiency [98], and 
information security rarely enters the calculus in the formulation of such policies. This 
attitude is a surprise, considering that organizations bear significant costs, and in some 
cases suffer catastrophic consequences in the wake of a cybersecurity breach. For example, 
the Target data breach in 2013 affected 70 million customers, resulted in $67 million 
settlement payouts [76], and cost its CIO and eventually its CEO their jobs [11]. 

We aim to address these gaps in the literature by empirically examining the relationship 
between a particularly important mechanism in IT governance—the degree of centralization 
in IT decision rights—and the likelihood of cybersecurity breaches in the context of higher 
education. The relationship between centralized IT governance and information security has 
been the subject of intense debate in recent years. While some cybersecurity experts argue in 
favor of a decentralized solution and maintain that there is no one-size-fits-all approach in the 
cybersecurity domain [67], surveys of CIOs and chief IT security officers point to the culture 
of decentralization as one of the major barriers to information security [19]. Therefore, we ask 
the following research questions: Does centralized IT decision making lead to better or worse 
information security? In addition, under what conditions is the relationship most salient? 

To answer these questions, we develop research hypotheses and evaluate them by 
examining a sample of 504 U.S. higher education institutions over a four-year period. 
We choose higher education as the context of the empirical exercises for a number of 
reasons: First, higher education represents a significant fraction of cybersecurity breaches. 
According to Huq [42], the education industry accounts for 16.8% of data breaches during 
the period 2005-2015, which is second only to the healthcare industry (26.9%) in the total 
number of breaches. Second, the higher education institutions vary in size, ownership 
structure (i.e., public vs. private universities), and the priority they place on IT invest
ments (e.g., emphasizing efficiency or flexibility), allowing for the comparison among 
subgroups and the evaluation of the generalizability of the findings. Lastly, similar to prior 
empirical research that studies security breaches [53], the focus on a single sector results in 
a sample consisting of relatively homogeneous organizations, and therefore helps rule out 
potential confounds due to structural differences across many industry segments. 

To preview our results, we find that a university with centralized IT decision making is 
associated with fewer cybersecurity breaches. By our estimate, a one standard deviation 
increase in IT centralization (or increase the level of IT centralization by 0.16 on a scale 
between zero and one) is associated with an average reduction in the probability of 
a cybersecurity breach by 2.6 percentage points. Given a 5.7% sample mean probability of 
breach, this represents a 45.6% decrease. Interestingly, we find that the effect of centralized IT 
governance is contingent on the heterogeneity of a university’s computing environment: 
universities with more heterogeneous IT infrastructure benefit more from centralized IT 
governance. We show that these findings are robust to various endogeneity concerns. Our 
results also suggest that the effect of centralized IT governance on cybersecurity is most 
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pronounced in public universities and those with extensive research activities. Overall, these 
findings suggest that information security should become a crucial consideration in IT 
governance and provide several insights for mitigating security risks. 

Related literature 

Information security management 

The management of information security has drawn significant research interests in the IS field. 
One stream of this literature focuses on information security planning in an organization. For 
example, Straub and Welke [82] identify four phases in a model of security risk planning and 
characterize information security management as comprised of a number of sequential activities: 
deterrence, prevention, detection, and remedies. Cerullo and Cerullo [22] argue that a business 
continuity plan should be considered part of the overall IT security plan, and identify major 
causes for unavailability in critical business systems. 

The majority of studies on ISM focus on the tools and processes involved in the 
implementation of security countermeasures. For example, Cavusoglu et al. [21] investi
gate the conditions under which an intrusion detection system (IDS) offers value and 
demonstrate that improperly configured IDSs damage firms in a way that attracts more 
hacking. Ransbotham and Mitra [69] focus on the managerial process of control for 
technical solutions, resources, and tools, and propose a model which classifies security 
compromises as following either a deliberate or an opportunistic path. Some studies have 
also investigated practices related to software vulnerability disclosure and patching. For 
example, Arora et al. [6] find that software vulnerability disclosure accelerates software 
vendors’ patch releases by nearly two and a half times, and open-source software vendors 
release patches more quickly than closed source software vendors. Cavusoglu et al. [20] 
adopt a game-theoretic model to study vendors’ patch management and show that social 
loss is minimized when patch release and update cycles are synchronized. August and 
Tunca [7] explore the optimal patch restriction policy and show that if the patching costs 
are relatively low, it is optimal to provide patches to all users including software pirates. 
Ransbotham et al. [70] suggest that market-based disclosure of vulnerabilities restricts the 
diffusion of vulnerability exploitations, reduces the risk of exploitation, and decreases the 
volume of exploitation attempts. 

A number of studies also examined the issues related to security policy auditing and 
compliance. For example, drawing on the theory of planned behavior, Bulgurcu et al. [18] 
investigate how the benefit of compliance, the cost of compliance and the cost of non
compliance affect users’ intention to comply with information security policy. D’Arcy 
et al. [25] show that users’ awareness of security countermeasures such as security policies 
and training directly affect users’ perception of the severity of sanctions associated with 
information system misuse, leading to reduced misuse intention. 

Finally, with cybersecurity breaches at organizations such as Target, Heartland 
Payment, and Sony inflicting damages on a large number of consumers [31, 41, 56], 
some researchers started investigating the strategies and policies that can be employed to 
reduce cybersecurity breaches. For instance, Kwon and Johnson [52] show that regulatory 
compliances can significantly reduce breach occurrences for operationally immature 
organizations in the healthcare industry, but the same does not apply to operationally 
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mature organizations. Moreover, Kwon and Johnson [53] investigate proactive and reac
tive strategies on data breaches in the healthcare field and find that proactive security 
investment is associated with fewer security failures and positive externalities. Sen and 
Borle [74] show that stricter laws on data breach notifications can benefit consumers by 
reducing data breaches. A few studies have also investigated remedial actions after 
customers’ data have been compromised. For example, Goode et al. [31] find that 
compensation can be an effective tool to improve customers’ perception of service quality 
and continuance intention, and Gwebu et al. [34] show that firms’ reputation is important 
to protect firms’ value amid a security breach incident. 

IT governance 

IT governance is the specification of decision rights and accountability, which is intended to 
encourage desired outcomes from an organization’s investment in IT [adapted from 92]. Weill 
and Ross [91] identify five major decision domains that fall under the purview of IT govern
ance, including IT principles, IT architecture, IT infrastructure, business application needs, and 
prioritization and investment, and highlight decision making structure, alignment processes, 
and formal communications as the three major governance mechanisms. Sambamurthy and 
Zmud [73] argue that the choice of IT governance mode is subject to the influences of multiple 
contingency forces, which often amplify, dampen, or override one another. Alreemy et al. [2] 
have defined a set of critical success factors that are important in the implementation of IT 
governance through a comprehensive review of well-known standards, best practices, and 
frameworks of IT governance. Studies have also discovered a range of structural, procedural 
and relational practices that are used to govern information artifacts [84]. 

Recent studies have placed significant attention on identifying the antecedents of effective 
IT governance, such as the roles of IT steering committees and IT-related communication 
policies [40], senior management involvement in IT [28], or the presence of relational culture 
and attitudinal commitment [23]. A number of studies have also empirically examined the 
relationship between IT governance and organization performance. For example, using data 
of matched CIOs and CEOs surveys, Wu et al. [97] show that strategic alignment mediates the 
effectiveness of IT governance on organizational performance. In addition, Bradley et al. [15] 
find that the quality of IT governance has a positive impact on risk management and the 
contribution of IT to hospital performance using survey data gathered from CIOs of U.S. 
hospitals. Finally, some suggest that there is a significant interplay between organizational IT 
architecture and IT governance structure in shaping IT alignment [88]. 

Theoretical background and hypotheses 

IT governance and information security management 

There has been increasing awareness of the importance of information security among research
ers and practitioners. Many argue that managing information security risks can no longer be 
a concern delegated to the IT department alone, and must be considered an integral component 
of IT governance [65, 72]. For example, Ferguson et al. [28] argue that one of the central 
functionalities of IT governance is to facilitate risk assessments and to identify fraud and data 
breaches. Indeed, some researchers introduce the notion of Information Security Governance 
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(ISG) as an essential element of enterprise governance, defined as “the leadership, organizational 
structures, and processes involved in the protection of informational assets” [45, p. 127], and call 
for bringing information security to the attention of corporate boards and CEOs [94]. In 
addition, a governance approach to information security is said to help better manage risks by 
communicating more effectively within an enterprise and with external parties such as regulators 
[62]. Building on this line of literature, we argue that information security constitutes a key 
element in IT governance that pervades the major governance decision areas. As an example, in 
Table 1, we list some typical information security considerations involved in the IT governance 
decision areas as defined in Weill and Ross [91]. We present a detailed discussion of how 
centralized IT decision making—one of the most fundamental IT governance mechanisms 
highlighted in prior literature [91]—may affect information security, and develop our research 
hypotheses in the next subsection. 

Hypotheses 

One of the commonly used measures of information security performance is the incidents of 
cybersecurity breaches [53]. Consistent with prior literature, we define a cybersecurity breach 
as “an incident in which sensitive, protected or confidential data has potentially been viewed, 
stolen or used by an individual unauthorized to do so” [1, p. 22], and propose hypotheses 
regarding the relationship between IT governance decisions and cybersecurity breaches. 

Centralized IT governance and cybersecurity breaches 
An enduring theme of the research in IT governance is whether various decision rights 
regarding IT in an organization, such as those involving IT application, infrastructure, or 
project implementation, should be centralized [16, 73]. Prior research suggests that there 
are significant advantages and downsides associated with both centralized and decentra
lized decision making. For example, Xue et al. [98] argue that delegating the authority for 
IT decisions to business units may reap the benefits of quality and timeliness of decision 
making. This is because the business units are best positioned to make swift and informed 
decisions in response to their idiosyncratic local needs, changing environment and emer
ging opportunities [3, 64]. Conversely, a decentralized IT governance may also raise the 
issues of control because of agency problems; the objectives of a business unit and the 
organization are not always perfectly aligned [37, 43]. As a result, IT governance modes 
differ significantly across firms; in general, those that emphasize efficient operations are 
more likely to adopt a centralized approach to IT governance, while those that focus on 
rapid growth and innovation are more likely to espouse a decentralized approach [91]. 
Tiwana and Kim [87] suggest that firms exhibit more strategic agility when local units 
possess the decision rights for applications while a central IT group makes decisions on IT 
infrastructure. Ultimately, the choice of IT governance mode depends on the tradeoffs 
between the costs and benefits of different assignments of decision rights. 

We argue that when it comes to information security, centralized IT decision making 
will lead to lower cybersecurity risks. 

First, placing the decision-making authority in a centralized unit ensures uniform 
control and facilitates better strategic planning in information security, as the central 
unit can establish organization-wide security standards and data access policies by virtue 
of its vantage point of the whole organization’s IT architecture [17]. In contrast, under 

762 LIU ET AL. 



Ta
bl

e 
1.

 In
fo

rm
at

io
n 

Te
ch

no
lo

gy
 (

IT
) 

G
ov

er
na

nc
e 

de
ci

si
on

 a
re

as
 a

nd
 e

xa
m

pl
es

 o
f 

in
fo

rm
at

io
n 

se
cu

rit
y 

co
ns

id
er

at
io

ns
  

D
ec

is
io

n 
Ar

ea
s  

IT
 P

rin
ci

pl
es

 
IT

 A
rc

hi
te

ct
ur

e 
IT

 In
fr

as
tr

uc
tu

re
 

Bu
si

ne
ss

 A
pp

lic
at

io
n 

N
ee

ds
 

Pr
io

rit
iz

at
io

n 
an

d 
In

ve
st

m
en

t 

In
fo

rm
at

io
n 

Se
cu

rit
y 

Co
ns

id
er

at
io

ns
 

D
at

a 
ac

ce
ss

 p
ol

ic
ie

s 
Se

cu
rit

y 
pr

ot
oc

ol
s 

Bu
si

ne
ss

 c
on

tin
ui

ty
 a

nd
 d

is
as

te
r 

re
co

ve
ry

 

Se
cu

rit
y 

ar
ch

ite
ct

ur
e 

Ce
nt

ra
liz

ed
 o

r 
di

st
rib

ut
ed

 d
at

a 
st

or
ag

e 

Id
en

tit
y 

m
an

ag
em

en
t 

An
ti-

vi
ru

s 
so

ft
w

ar
e 

In
tr

us
io

n 
de

te
ct

io
n 

sy
st

em
s 

Se
cu

re
 t

ra
ns

ac
tio

ns
 

Pr
ot

ec
t 

cu
st

om
er

 
da

ta
 

Re
gu

la
to

ry
 

co
m

pl
ia

nc
e 

In
-h

ou
se

 o
r 

ou
ts

ou
rc

e 
in

fo
rm

at
io

n 
se

cu
rit

y 
Ch

oi
ce

 b
et

w
ee

n 
op

en
 s

ou
rc

e 
vs

. 
pr

op
rie

ta
ry

 s
ol

ut
io

ns
  

JOURNAL OF MANAGEMENT INFORMATION SYSTEMS 763 



a decentralized IT governance mode where academic units are left to make most of their 
IT-related decisions, the units are likely to be concerned primarily with securing their own 
systems, resulting in fragmented information security policies and inconsistent standards. 
As King [49, p. 338] argues, centralized decision making “allows management to control 
adherence to organizational standards in system design and quality.” Furthermore, the 
alignment between IS strategies and business needs is repeatedly ranked as one of the most 
critical issues for business leaders [83]. The inclusion of senior executives in a centralized 
governing body helps alleviate agency problems and ensures that the organization’s 
business needs in information security are communicated effectively, and a shared con
sensus is reached between the central IT and business units during the process of strategic 
planning [28]. Finally, centralized IT governance also helps remove ambiguities in the 
accountability of decision-makers by explicitly assigning duties and defining responsibil
ities. Such formal control ensures that the parties involved are aware of their responsi
bilities and are held accountable in the event of a security failure [28]. 

Second, a centralized decision structure facilitates more effective assessment and audit of 
the compliance of security protocols, because the centralized unit makes it easier to integrate 
assessment procedures into its organization-wide standard routines and enforce universal 
compliance [58]. A centralized approach is also beneficial to the reporting and review of 
security incidents as it facilities information sharing across subunits, allowing one subunit to 
benefit from the lessons learned by another. The literature on information security has found 
that information sharing results in reduced IT spending and an increased level of security [30, 
32]. In addition, a concerted effort by a central IT unit raises the level of awareness and 
coordination across the campus about information security issues, leading to more effective 
security information gathering, diagnosis, and dissemination. For example, once areas of 
security vulnerability are identified, a central IT governing body can quickly send out alerts 
and deploy countermeasures throughout the organization. 

Finally, the management of information security requires highly specialized technical 
skills, as well as a holistic understanding of the university’s IT architecture as most security 
breaches today arrive via a network and spread quickly throughout a campus. Under such 
conditions, a central IT office, by virtue of specialization and economies of scale [49], is 
more likely to possess the requisite knowledge and expertise. For example, a centralized IT 
office can afford to have a critical mass of personnel devoted to information security and 
a budget for the procurement of expensive security software, firewalls, and sophisticated 
intrusion detection tools. It may also have stronger bargaining power with external 
security software and service vendors, and achieve greater efficiency by avoiding duplica
tion in resources, effort, and expertise [90], leading to better security performance. Based 
on the aforementioned discussion, we hypothesize: 

Hypothesis 1 (H1): Universities with a higher degree of centralized IT governance will have 
fewer cybersecurity breaches.  

Moderating role of IT heterogeneity 
The relative advantage of centralized IT decision making may also depend on the computing 
environment, such as the heterogeneity of an organization’s IT infrastructure. Technologically 
heterogeneous systems may lead to ambiguity and uncertainty regarding system development 
and use [59] and, therefore, causing difficulties in system integration and interoperability. 
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Technological heterogeneity may be determined by a host of factors, such as the diversity of IT 
platforms and applications, and the variety of technology vendors. 

We argue that with more heterogeneous computing infrastructure, the benefits of centra
lized IT governance on strengthening information security are amplified. This is because, in 
the presence of more complex heterogeneous information systems, specialization and econo
mies of scale play a more critical role in the defense against cybersecurity intrusions. With high 
IT heterogeneity, a business unit is unlikely to afford a highly skilled IT security staff that is 
well versed in intrusion prevention, detection, and remedies across a variety of platforms and 
applications [46, 71, 85]. By contrast, a centralized IT office is more likely to acquire such 
specialized skills because it can use resources more efficiently and avoid duplication of effort. 
Furthermore, the major advantages of a decentralized approach—autonomy and flexibility— 
are reduced in the presence of a heterogeneous IT environment. Under such conditions, the 
decentralized department IT staff, due to its narrow focus on its own IT systems, has a limited 
understanding of how the various platforms and applications are interconnected and how 
security risks are interdependent, leading to a reduced capacity to respond to security threats. 

In addition, as the computing environment becomes more heterogeneous, the require
ment for interoperability and compatibility increases when different IT subsystems need to 
comply with a set of standard security protocols, and centralized IT governance is better 
able to meet these requirements. It is well known that under a decentralized IT govern
ance, system integration is difficult, and standardization faces greater challenges [14, 26]. 
For example, when a university has multiple heterogeneous enterprise application systems 
for teaching, research, and human resource management, centralized identity and access 
management (IAM) with single sign-on not only meets control requirements but also 
makes life easier for the end-user [68]. By comparison, a decentralized IAM results in 
multiple, fragmented identities for the same end-user, creating difficulty in using systems 
and more vulnerability for security breaches. Therefore, we hypothesize: 

Hypothesis 2 (H2): The effect of centralized IT governance on reducing cybersecurity breaches is 
greater for a university with a heterogeneous IT environment than for one with a homogeneous IT 
environment.  

Data and methods 

Data 

We assembled a longitudinal data set of cybersecurity breaches that have occurred in the 
higher education sector, as well as the institutional characteristics, IT-related investments, 
and IT practices of a sample of 504 U.S. higher education institutions during a four-year 
period (2011- 2014). Our data set consists of three major components, gathered from 
separate data sources. In addition to these three databases, we also use data obtained from 
the Internet Crime Complaint Center (IC3) of the Federal Bureau of Investigation (FBI). 
We provide details of these three major data components in this section. 

Cybersecurity breaches 
As cybersecurity breaches increasingly pose a threat to corporations, government agencies, 
and entities in the public sector, a number of organizations started data collection programs 
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on security breaches that aim to increase the awareness and reduce the risk for businesses and 
consumers.2 We collected data on cybersecurity breaches from two such databases that 
provide open access to the public: The Identity Theft Resource Center (ITRC), and the 
Privacy Rights Clearinghouse (PRC). These two databases are chosen because they provide 
the most comprehensive information about security breaches, and have been frequently used 
in prior studies to examine topics related to cybersecurity breaches [24, 47, 53]. For the 
purpose of this research, we collected all the security breaches that involve U.S. higher 
educational institutions. We used the union of the breach incidences from the two indepen
dent sources to compile one comprehensive set of breach events during the time period of our 
study. 

IT investments, governance, and security policies 
The second source of our data is the Educause Core Data Service (CDS), from which we obtain 
the measures of IT investments, IT governance, and related information security practices and 
policies. Educause is a nonprofit association dedicated to advancing higher education by 
shaping strategic IT decisions through the use of information technology. Educause has over 
1,800 colleges and universities as its members, who complete an annual survey on IT staffing, 
finance, and services. The annual CDS survey is organized into a set of required modules that 
collect basic, core IT information and optional modules that collect more details on specific IT 
domains such as IT personnel, educational IT use, research computing, and information 
security policies. The participating institutions use CDS data for communicating the value of 
IT, benchmarking IT budgets and staffing, and comparing IT department structure and 
service delivery with peer universities. 

University characteristics 
We obtain various characteristics of the higher education institutions from the Integrated 
Postsecondary Education Data System (IPEDS), which conducts a system of interrelated 
surveys for the U.S. National Center for Education Statistics (NCES) to collect data from 
all primary providers of postsecondary education. The annual IPEDS surveys are manda
tory for institutions that participate in any federal student financial programs and more 
than 7,500 institutions complete IPEDS surveys each year. IPEDS collects data in key areas 
such as admission and enrollment, student financial aid, degrees and certificates conferred, 
and institutional human and fiscal resources, among others. The data is widely used by 
educational research organizations, such as the College Board, Peterson’s, and U.S. News & 
World Report to compile their publications. 

Empirical models 

We specify that for a university i, the expected number of cybersecurity breaches it experiences 
in year t is the product of two factors, assuming that security breaches are observable and fully 
detected (we further relax the full detection assumption in the Supplemental Online Appendix): 

E½Nit breachð Þ� ¼ Mit attackð Þ � qitðbreachjattackÞ (1) 

where Nit is the number of security breaches that university i had during year t, Mit is the 
number of the cybersecurity attacks that university i encountered during year t, and qit is 
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the conditional probability of a cybersecurity breach when the university is subject to an 
attack. Mit is likely to be affected by a host of variables Xit that make the university a high- 
value target for the hackers, such as the size of the institution or the number of data 
centers. qit is likely a function of a set of variables Zit that determine the university’s ability 
to secure its digital assets against cybersecurity attacks, such as its IT security policies, its 
intrusion detection efforts, and its employment of managed security service providers. 
Assuming that the elements in Xit and Zit multiplicatively shape Mit and qit, we have 

E½Nit breachð Þ� ¼ e αþβ1Xit � eγþβ2Zit 

Or in log form, 

lnE½Nit� ¼ β0 þ β1Xit þ β2Zit (2) 

where β0 ¼ αþ γ. Equation 2 can be estimated by a number of regression models, such as 
the Poisson model or linear regression models. In our sample, however, it is extremely 
rare for a university to suffer more than one cybersecurity breach during any given year.3 

Therefore, the dependent variable, lnE½Nit�, is essentially binary. As a result, we replace the 
dependent variable with a binary response to estimate the following model: 

E pit breachð Þ½ � ¼ f ðβ0 þ β1Xit þ β2ZitÞ (3) 

where pit is the probability of observing a security breach. A natural estimation model that is 
often used for binary responses is the logistic regression model, where the log-odds ratio is 
a linear function of the predictors. Logistic regressions relax the assumption that the error 
terms need to be normally distributed, and address issues such as heteroscedastic errors and 
the out-of-the-range probability predictions produced by linear models [33, p. 663]. 

A second approach of estimating equation 3 is the linear probability model (LPM), 
which represents a linear approximation to the nonlinear models. LPM is known to have 
several limitations; for example, it may result in predictions of probabilities that are not 
bounded by the range of zero and one, and the error term is heteroskedastic by definition. 
However, LPM is more amenable to the controlling for unobserved heterogeneities by 
using panel data methods (i.e., through the use of fixed effects), and has well-developed 
methods to address endogeneity issues. In addition, prior research has shown that LPM 
generates reasonable estimates within the region of support of the data with appropriate 
robust standard error corrections [4, pp. 102-107; 60]. Therefore, we use LPM as our 
baseline estimation model and use logistic regression as a secondary estimation method. 

Sample and variables 

The sample of our empirical investigation is defined as follows. We started with the set of 
universities surveyed by IPEDS, and matched IPEDS and Educause CDS data by university 
name using automated name matching. We then manually examined the unmatched 
names to rule out the possibility of different naming conventions used in the two systems. 
The process resulted in 1,069 universities in both IPEDS and Educause CDS databases. We 
further excluded observations for which important variables of interest (such as informa
tion security policies) are missing due to incomplete reporting. In addition, according to 
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IPEDS, a university falls into one of the following categories: 1) Degree-granting, graduate 
with no undergraduate degrees; 2) Degree-granting, primarily baccalaureate or above; 3) 
Degree-granting, not primarily baccalaureate or above; 4) Degree-granting, associate’s and 
certificates; 5) Non-degree-granting, above the baccalaureate; 6) Non-degree-granting, 
sub-baccalaureate; 7) Not reported or not applicable. Because the Educause CDS survey 
primarily targets universities in the second category, we limit our sample to a relatively 
homogeneous set of universities that are degree-granting, primarily baccalaureate or 
above. This results in a sample of 1,278 observations for 504 universities over a 4-year 
period, representing an unbalanced panel. To allow for a causal interpretation and rule out 
reverse causality, all the independent variables are lagged for one year, meaning that we 
use IT governance and other institutional characteristics in year (t-1) to predict cyberse
curity breach in year t.4 As 2011 marks the first availability of Educause CDS data, we 
collect data for a 4-year period from 2011 to 2014 for all the independent variables, and 
use data from 2012-2015 for the dependent variable of cybersecurity breaches at the 
universities. 

We provide details on the variables we use in the regressions in the following. As 
a summary, Table 2 presents the definition of all the variables included in this study. 

Dependent variable 
Following prior literature [5, 53], the dependent variable, Cybersecurity Breach, is defined 
as a binary indicator that represents whether a university encountered a cybersecurity 
breach in a given year. We collect the security breach data from both ITRC and PRC 
databases for all incidents in the higher education sector, and use the union of the two 
data sets to define our dependent variable by matching the security breach list to our 
sample universities. Security Breach is set to 1 if a university encountered at least one 
cybersecurity breach event in a year, and to 0 otherwise. We present the number of 
observations, as well as the distribution of cybersecurity breaches by year in Table 3. 
Overall, we observe 73 breaches among the 1,278 observations in our sample during the 
period of 2012-2015, representing 5.7% of the sample. 

Independent variables 
IT centralization. We construct the measure of the degree of IT centralization using data 
from the Educause CDS database. The Educause CDS survey provides information on the 
organizational units that are responsible for a series of IT functions and services. For each IT 
function or service, the respondent answers if it is provided by (i) primarily central IT; (ii) 
shared between central IT and other admin or academic unit(s); (iii) primarily other admin 
or academic unit(s); (iv) primarily system or district office; (v) primarily outsourced; and (vi) 
not applicable or no organizational unit responsible. Consistent with our theoretical argu
ments, the IT Centralization measure is constructed based on the whole range of IT functions 
and services provided by a university rather than the specific domain of IT security. Because 
there are slight differences in the IT functions and services included in the CDS survey over 
the four-year period of our study, we calculate the IT centralization variable using only the IT 
functions that were consistently included in the survey over the sample period; these IT 
functions are considered the most mission-critical ones, including “IT policy,” “Project 
management/Business process/Systems analysis,” “Institutional research,” “IT support ser
vices - Help desk,” “Classroom and learning space support,” “Library,” “Research technology 

768 LIU ET AL. 



Ta
bl

e 
2.

 V
ar

ia
bl

e 
de

sc
rip

tio
ns

 
Va

ria
bl

e 
D

es
cr

ip
tio

n 
So

ur
ce

 

D
ep

en
de

nt
 v

ar
ia

bl
e 

Se
cu

rit
y 

Br
ea

ch
 

W
he

th
er

 a
 u

ni
ve

rs
ity

 e
nc

ou
nt

er
s 

a 
cy

be
rs

ec
ur

ity
 b

re
ac

h 
in

 a
 g

iv
en

 y
ea

r 
or

 n
ot

. 
IT

RC
 a

nd
 P

RC
 

In
de

pe
nd

en
t 

va
ri

ab
le

s 
IT

 C
en

tr
al

iz
at

io
n 

Th
e 

de
gr

ee
 o

f 
IT

 c
en

tr
al

iz
at

io
n.

 
Ed

uc
au

se
 

CD
S 

IT
 H

et
er

og
en

ei
ty

 
Th

e 
av

er
ag

e 
of

 B
la

u’
s 

In
de

xe
s 

of
 o

pe
ra

tin
g 

sy
st

em
s 

an
d 

se
rv

er
 s

ys
te

m
s 

us
ed

 in
 t

he
 d

at
a 

ce
nt

er
s.

 
Ed

uc
au

se
 

CD
S 

Va
ri

ab
le

s 
th

at
 in

flu
en

ce
 c

yb
er

se
cu

ri
ty

 a
tt

ac
ks

 (
X)

 
St

ud
en

ts
 

Th
e 

nu
m

be
r 

of
 s

tu
de

nt
s 

in
 a

 u
ni

ve
rs

ity
. 

IP
ED

S 
D

at
a 

Ce
nt

er
s 

Th
e 

nu
m

be
r 

of
 d

at
a 

ce
nt

er
s 

a 
un

iv
er

si
ty

 m
an

ag
es

. 
Ed

uc
au

se
 

CD
S 

Ca
rn

eg
ie

 C
la

ss
ifi

ca
tio

n 
Ca

rn
eg

ie
 C

la
ss

ifi
ca

tio
n 

20
10

 
IP

ED
S 

Re
se

ar
ch

 G
ra

nt
s 

Th
e 

su
m

 o
f 

fe
de

ra
l, 

st
at

e 
an

d 
lo

ca
l r

es
ea

rc
h 

gr
an

ts
. 

IP
ED

S 
Lo

ca
le

 C
od

es
 

Lo
ca

le
 c

od
es

 id
en

tif
y 

th
e 

ge
og

ra
ph

ic
 s

ta
tu

s 
of

 a
 u

ni
ve

rs
ity

 o
n 

an
 u

rb
an

 c
on

tin
uu

m
 r

an
gi

ng
 f

ro
m

 c
ity

 s
iz

e,
 s

ub
ur

b 
si

ze
, t

ow
n 

si
ze

, t
o 

ru
ra

l. 
IP

ED
S 

St
at

e 
Cy

be
rc

rim
es

 
Th

e 
nu

m
be

r 
of

 c
om

pl
ai

nt
s 

of
 In

te
rn

et
 c

rim
e/

po
pu

la
tio

n 
(p

er
 1

0,
00

0 
re

si
de

nt
s)

 o
f 

ea
ch

 s
ta

te
. 

IC
3 

Va
ri

ab
le

s 
th

at
 in

flu
en

ce
 t

he
 p

ro
ba

bi
lit

y 
of

 c
yb

er
se

cu
ri

ty
 b

re
ac

h 
(Z

) 
O

ut
so

ur
ce

d 
Se

cu
rit

y 
W

he
th

er
 a

 u
ni

ve
rs

ity
 o

ut
so

ur
ce

s 
IT

 S
ec

ur
ity

 o
r 

no
t. 

Ed
uc

au
se

 
CD

S 
Sc

an
 P

ol
ic

y 
W

he
th

er
 a

 u
ni

ve
rs

ity
 c

on
du

ct
s 

pr
oa

ct
iv

e 
sc

an
s 

fo
r 

its
 c

rit
ic

al
 s

ys
te

m
s 

an
d 

in
st

itu
tio

na
lly

 o
w

ne
d 

or
 le

as
ed

 c
om

pu
te

rs
 o

r 
no

t. 
Ed

uc
au

se
 

CD
S 

Pa
tc

h 
Po

lic
y 

W
he

th
er

 a
 u

ni
ve

rs
ity

 r
eq

ui
re

s 
its

 c
rit

ic
al

 s
ys

te
m

s 
an

d 
in

st
itu

tio
na

lly
 o

w
ne

d 
or

 le
as

ed
 c

om
pu

te
rs

 t
o 

be
 e

xp
ed

iti
ou

sl
y 

pa
tc

he
d 

or
 u

pd
at

ed
 o

r 
no

t. 
Ed

uc
au

se
 

CD
S 

M
ul

ti-
in

st
itu

tio
na

l 
Co

lla
bo

ra
tio

n 
W

he
th

er
 a

n 
in

st
itu

tio
n 

pa
rt

ic
ip

at
es

 in
 p

ub
lic

/p
riv

at
e 

in
fo

rm
at

io
n 

sh
ar

in
g 

ac
tiv

iti
es

 s
uc

h 
as

 t
he

 U
.S

. F
BI

 In
fr

aG
ar

d 
pr

og
ra

m
 o

r 
no

t. 
Ed

uc
au

se
 

CD
S 

IT
 F

un
di

ng
 

Th
e 

do
lla

r 
am

ou
nt

 o
f 

ce
nt

ra
l I

T 
fu

nd
in

g 
du

rin
g 

th
e 

fis
ca

l y
ea

r, 
no

rm
al

iz
ed

 b
y 

th
e 

nu
m

be
r 

of
 s

tu
de

nt
s.

 
Ed

uc
au

se
 

CD
S 

In
st

ru
m

en
ta

l V
ar

ia
bl

es
 f

or
 IT

 c
en

tr
al

iz
at

io
n 

Av
er

ag
e 

D
is

ta
nc

e 
Th

e 
av

er
ag

e 
ph

ys
ic

al
 d

is
ta

nc
e 

be
tw

ee
n 

th
e 

fo
ca

l u
ni

ve
rs

ity
 a

nd
 o

th
er

 u
ni

ve
rs

iti
es

 in
 t

he
 s

am
e 

m
ul

ti-
ca

m
pu

s 
un

iv
er

si
ty

 s
ys

te
m

. 
IP

ED
S 

Pr
iv

at
e 

Se
ct

or
 C

IO
 

W
he

th
er

 C
IO

’s 
pr

io
r 

jo
b 

is
 in

 a
 p

riv
at

e 
se

ct
or

 o
r 

no
t. 

Ed
uc

au
se

 
CD

S 

N
ot

es
: 

IT
RC

, 
Id

en
tit

y 
Th

ef
t 

Re
so

ur
ce

 C
en

te
r; 

PR
C,

 P
riv

ac
y 

Ri
gh

ts
 C

le
ar

in
gh

ou
se

; 
Ed

uc
au

se
 C

D
S,

 E
du

ca
us

e 
Co

re
 D

at
a 

Se
rv

ic
e;

 I
PE

D
S,

 I
nt

eg
ra

te
d 

Po
st

se
co

nd
ar

y 
Ed

uc
at

io
n 

D
at

a 
Sy

st
em

; 
IC

3,
 

In
te

rn
et

 C
rim

e 
Co

m
pl

ai
nt

 d
at

ab
as

e.
  

JOURNAL OF MANAGEMENT INFORMATION SYSTEMS 769 



services,” “Data center,” and “Network infrastructure and services.” For each university-year 
observation, we then calculated the percentage of IT functions that the central IT office or 
system IT office was responsible and use this percentage as our measure of IT centralization. 

IT heterogeneity. Prior research has emphasized that system integration and the 
exchange of data are particularly difficult when an organization has a multitude of 
heterogeneous and autonomous information systems [35]. We capture the heterogene
ity of a university’s computing environment by the types of operating systems and the 
hardware systems used in its data centers, which are obtained from the Educause CDS 
database. Therefore, this variable reflects IT heterogeneity at the university level. For 
operating systems, the survey respondent indicates whether operating systems (1) 
Mainframes, (2) Windows, (3) Unix, (4) Linux, or (5) other operating systems are 
used in each data center that the university operates. For hardware systems, the survey 
respondent indicates if any of the following systems were deployed in each data center: 
(1) Apple servers, (2) Cisco servers, (3) Dell servers, (4) Fujitsu servers, (5) Hitachi 
servers, (6) HP servers, (7) IBM servers, (8) Sun/Oracle servers, or (9) other servers. We 
employ a commonly used measure of heterogeneity, the Blau’s index [13], to calculate 
the heterogeneity of operating systems and hardware systems in the data centers, and 
average the two as our measure of IT heterogeneity. The variable is calculated as: 

IT Heterogeneity ¼ OS HeterogeneityþHW Heterogeneity
2 ¼

1�
P Ros

i¼1
p2

i Þþð1�
P Rhw

j¼1
p2

j

� �

2 

where p represents the percentage of data centers that deploy operating system i or 
hardware system j, and R represents the total number of operating systems or hardware 
systems. A higher level of Blau’s index implies a higher level of heterogeneity. 

Variables that influence cybersecurity attacks (X) 
Universities vary in their attractiveness as a target of cybersecurity attacks, which depends 
on a host of institutional attributes. We control for a multitude of institutional character
istics that may influence the likelihood of cybersecurity attacks. 

First, larger universities, such as those having a greater number of students, are likely to 
store a larger amount of sensitive data records such as student financial information and 
social security numbers. The wealth of sensitive information they keep, as well as their 
high visibility, makes these universities highly valued targets for intruders. To account for 
the size of an institution, we include in our regressions the total number of students 

Table 3. Number of cybersecurity breaches by year  
No breach Breach Total 

2012 292 25 317  
92.11% 7.89% 100.00% 

2013 356 20 376  
94.68% 5.32% 100.00% 

2014 329 18 347  
94.81% 5.19% 100.00% 

2015 228 10 238  
95.80% 4.20% 100.00% 

Total 1205 73 1278  
94.29% 5.71% 100.00%  
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enrolled in the university (Students), which is retrieved from the IPEDS database. Prior 
research on information security has used similar measures such as the number of full- 
time employees to control for organization size [61]. We use the log form of Students in 
the regressions as its distribution is highly skewed. We have also experimented with 
adding other controls for the university size such as the size of the faculty or staff, the 
number of schools within the university, the number of programs offered, and they do not 
significantly change our findings. To avoid potential collinearity issues, we exclude these 
alternative measures of size from the models. 

Second, data centers play a critical role in the storage, management, and dissemination of 
data, as well as the execution of business transactions in a university, making them a primary 
target for cybersecurity intrusions. A larger number of data centers operated by a university 
increases the risk exposure of the university. Therefore, we include a control variable obtained 
from Educause—the number of Data Centers operated by a university—in the regressions. 
Our inclusion of this variable is consistent with earlier work that used the amount of IT 
equipment as a proxy for available IT resources [53]. 

Third, the research and development (R&D) activities carried out by a university’s faculty 
and researchers make it a particularly attractive target for cybersecurity attacks, because these 
activities usually generate valuable intellectual properties that are at risk of being stolen and 
misappropriated. We control for the input of the R&D activities through the amount of 
Research Grants a university obtains [75]. The amount of Research Grants is defined as the 
sum of federal, state, and local research grants that the university receives in a given year. We 
use the log form of Research Grants in the regressions as its distribution is highly skewed. 

Fourth, prior research shows that organization type may influence exposure to infor
mation security risks [5, 53]. Therefore, we added the Carnegie Classification of 
a university as a control variable. The Carnegie Classification of Institutions of Higher 
Education is a framework for classifying colleges and universities in the United States and 
is often used to identify groups of roughly comparable institutions. 

Finally, prior research suggests that the pattern of cybersecurity attacks displays sig
nificant spatial variations [47, 51]. To tease out the potential influences of geography, we: 

(1) Used the Locale Codes of a university as a control for the geographic region. The 
value of this variable ranges from city, suburb, town, to rural area. 

(2) We constructed a variable that represents the frequency of cybercrimes at the state 
level from the Internet Crime Complaint (IC3) database from the FBI. We collected 
the number of reported cybercrimes from each state and year during our sample 
period and normalize the number by the state population. The variable State 
Cybercrime is defined as the number of cybercrimes per 10,000 residents. 

Variables that influence the conditional probability of cybersecurity breach (Z) 
Outsourced security. Enterprise information systems are constantly subject to ever more 
sophisticated cybersecurity attacks, and it becomes increasingly difficult and costly for an 
organization to protect its digital assets against cybersecurity intrusions. As a result, some 
organizations choose to employ external vendors to manage their information systems 
security and defend against intruders. The outsourcing of information security might benefit 
from economies of scale and access to highly specialized labor [54], which are difficult to 
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obtain if security is managed in-house. Therefore, in our regression models, we control for 
whether a university outsourced its security to a third-party vendor. The Educause CDS 
survey includes a question that asks the respondents whether IT security is primarily the 
responsibility of outsourced vendors. We created the binary indicator variable, outsourced 
security, which is set to 1 if a university outsources its IT security and to 0 otherwise. 

Intrusion detection and prevention policies. An important decision with respect to cyber
security is whether or not a university addresses security problems proactively or reactively 
[53]. A proactive policy, for example, may involve using systems to scan networks, to detect 
and fix vulnerabilities before an outside intruder can exploit them [21], or require computers 
to be regularly and expeditiously patched or updated [6]. We collect data on a series of 
intrusion detection and prevention activities conducted by the universities in our sample from 
the Educause CDS database. These policies are broadly classified into two groups: 

(1) whether a university conducted proactive scans to detect known security exposures 
of the university network for its critical systems and institutionally owned or leased 
computers (Scan Policy). 

(2) Whether a university requires its critical systems and institutionally owned or 
leased computers to be expeditiously patched or updated (Patch Policy). 

Multi-institutional collaboration. To improve information security compliance and data 
protection, a number of multi-institutional programs or confederations have been estab
lished to provide coordination among higher education institutions [66, 99]. 5 The 
Educause CDS database reports the participation of member universities in these multi- 
institutional collaborations. Sharing information on breaches allows universities to 
increase their awareness of security risks and benefit from the lessons learned from 
other universities. This variable is set to 1 if a university participates in any public/private 
collaboration programs, and to 0 otherwise. 

IT funding. A large part of a university’s IT capability, including its capability of detecting 
and preventing cyber intrusions, is determined by universities’ investments in its IT personnel 
and infrastructure [53]. Therefore, we control for IT Funding in our setting, which is the dollar 
amount of the total funding the central IT department receives. We normalize this variable by 
dividing IT Funding by the number of students at a university. We also experimented with an 
alternative measure, the size of the IT staff, and all findings remain similar. 

Summary statistics and correlations 
In Table 4a we present the summary statistics of the main variables used in the data analyses.6 

On average, the central IT office is responsible for 61% of IT functions and services. The 
universities in our sample have a moderately heterogeneous computing environment in their 
data centers, with an average Blau’s Index of 0.60. The average number of students is 7,631. 
The majority of the universities patch critical systems and institutional-owned computers 
(70%), but only about a third (39%) conduct a proactive scan of critical systems and institu
tional-owned computers. Universities in our sample on average have 3.95 data centers, and 
the mean IT funding per student is about $1,610 a year. 
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The correlations among the variables are presented in Table 4b. We observe a negative 
correlation between IT centralization and cybersecurity breaches. In addition, universities 
with a more complex computing environment appear to be associated with a higher likelihood 
of a cybersecurity breach. We also find a moderately positive correlation between cyberse
curity breaches with the number of students. However, one should interpret these bivariate 
correlations with caution because they do not control for the effect of other covariates. 

Results 

Baseline estimations 

We follow Tiwana [86] to use a step-wise hierarchical regression model to test the 
hypotheses. We start estimating the relationship between centralized IT decision mak
ing and cybersecurity breaches by employing linear probability models as specified in 
Equation (3), where IT Centralization is included as part of the set of variables in Z. To 
test the moderating role of IT Heterogeneity, we then add the IT Heterogeneity variable 
and its interaction with IT Centralization into the model. In all the regressions, we use 
robust standard errors clustered by the universities. Particularly, we present the results 
from a pooled OLS estimation of the linear probability model (LPM) in columns 1 (the 
main effect of IT centralization) and 2 (with the moderating effect of IT heterogeneity) 
of Table 5, while controlling for the set of institutional characteristics and a set of year 
fixed effects.7 With a panel data set, we also estimate the fixed effects (FE) panel data 
LPM. By using the fixed-effects model, we eliminate the effects of all time-invariant 
university heterogeneities and use only within-university variations for statistical infer
ences. We present the results of the FE models in columns 3 (the main effect) and 4 
(with the moderating effect). To test the robustness of our findings, especially with 
regard to the model assumptions underlying the LPM estimations such as the distribu
tion of the error term, we test two alternative, nonlinear model specifications and 
present these results. Specifically, in columns 5 and 6, we present the results from 
a binary response model using a logistic link function that controls for the unobserved 
heterogeneity through random effects [95]. We do not use the conditional logit (also 

Table 4a. Descriptive statistics  
Mean SD Min Max 

Security Breach  0.06  0.23  0.00  1.00 
IT Centralization  0.61  0.16  0.00  1.00 
IT Heterogeneity  0.60  0.16  0.00  0.81 
Outsourced Security  0.02  0.15  0.00  1.00 
Log (Average Distance)  1.96  2.62  0.00  8.33 
Private Sector CIO  0.08  0.27  0.00  1.00 
# Data Centers  3.95  7.45  0.00  98.00 
Log (# Students)  8.94  1.08  6.36  11.22 
IT Funding per Student ($1,000)  1.61  2.41  0.00  31.32 
Log (Research Grants)  7.92  8.77  0.00  21.00 
State Cybercrimes (per 10,000 residents)  7.29  1.85  4.24  37.48 
Multi-institutional Collaboration  0.38  0.49  0.00  1.00 
Scan Policy  0.39  0.49  0.00  1.00 
Patch Policy  0.70  0.46  0.00  1.00 

Notes: IT, information technology. Number of observations: 1,278. Number of universities: 504.  

JOURNAL OF MANAGEMENT INFORMATION SYSTEMS 773 



Ta
bl

e 
4b

. C
or

re
la

tio
n 

ta
bl

e 
  

1 
2 

3 
4 

5 
6 

7 
8 

9 
10

 
11

 
12

 
13

 
14

 

1 
Se

cu
rit

y 
Br

ea
ch

  
1.

00
   

   
   

   
   

   
   

   
   

2 
IT

 C
en

tr
al

iz
at

io
n 

 
-0

.1
6*

  
1.

00
   

   
   

   
   

   
   

   
 

3 
O

ut
so

ur
ce

d 
Se

cu
rit

y 
 

0.
01

  
-0

.1
1*

  
1.

00
   

   
   

   
   

   
   

  
4 

IT
 H

et
er

og
en

ei
ty

  
0.

09
* 

 
-0

.1
6*

  
-0

.0
2 

 
1.

00
   

   
   

   
   

   
   

5 
Lo

g 
(A

ve
ra

ge
 D

is
ta

nc
e)

  
0.

09
* 

 
-0

.1
8*

  
0.

01
  

0.
20

* 
 

1.
00

   
   

   
   

   
   

 
6 

Pr
iv

at
e 

Se
ct

or
 C

IO
  

0.
01

  
-0

.0
5 

 
0.

05
  

0.
04

  
-0

.0
0 

 
1.

00
   

   
   

   
   

  
7 

# 
D

at
a 

Ce
nt

er
s  

0.
08

* 
 

-0
.2

6*
  

-0
.0

3 
 

0.
15

* 
 

0.
10

* 
 

0.
01

  
1.

00
   

   
   

   
   

8 
Lo

g 
(#

 S
tu

de
nt

s)
  

0.
20

* 
 

-0
.3

9*
  

-0
.0

3 
 

0.
40

* 
 

0.
48

* 
 

0.
06

* 
 

0.
31

* 
 

1.
00

   
   

   
   

 
9 

IT
 F

un
di

ng
 p

er
 S

tu
de

nt
 (

$1
,0

00
)  

-0
.0

1 
 

0.
04

  
-0

.0
3 

 
0.

05
  

-0
.0

9*
  

-0
.0

5 
 

0.
02

  
-0

.1
9*

  
1.

00
   

   
   

  
10

 
Lo

g 
(G

ra
nt

s)
  

0.
12

* 
 

-0
.2

3*
  

-0
.0

6*
  

0.
29

* 
 

0.
68

* 
 

0.
04

  
0.

20
* 

 
0.

64
* 

 
-0

.0
9*

  
1.

00
   

   
   

11
 

St
at

e 
Cy

be
rc

rim
es

 (
pe

r 
10

,0
00

 r
es

id
en

ts
)  

0.
03

  
-0

.0
3 

 
0.

04
  

0.
09

* 
 

0.
02

  
-0

.0
2 

 
-0

.0
2 

 
0.

06
* 

 
0.

01
  

0.
00

  
1.

00
   

   
 

12
 

M
ul

ti-
in

st
itu

tio
na

l C
ol

la
bo

ra
tio

n 
 

0.
09

* 
 

-0
.1

7*
  

-0
.0

4 
 

0.
24

* 
 

0.
24

* 
 

0.
03

  
0.

16
* 

 
0.

48
* 

 
0.

06
* 

 
0.

30
* 

 
0.

02
  

1.
00

   
  

13
 

Sc
an

 P
ol

ic
y 

 
0.

03
  

-0
.0

2 
 

0.
03

  
0.

00
  

0.
13

* 
 

0.
03

  
-0

.0
2 

 
0.

08
* 

 
0.

06
* 

 
0.

10
* 

 
0.

01
  

-0
.0

1 
 

1.
00

   
14

 
Pa

tc
h 

Po
lic

y 
 

0.
02

  
0.

05
  

-0
.0

3 
 

-0
.0

6*
  

0.
03

  
-0

.0
5 

 
0.

03
  

-0
.0

6*
  

0.
01

  
-0

.0
0 

 
0.

07
* 

 
-0

.0
9*

  
0.

27
* 

 
1.

00
 

N
ot

es
: I

T,
 in

fo
rm

at
io

n 
te

ch
no

lo
gy

; C
IO

, .
 F

or
 b

re
vi

ty
, w

e 
su

pp
re

ss
 t

he
 c

at
eg

or
ic

al
 c

on
tr

ol
 v

ar
ia

bl
es

 s
uc

h 
as

 C
ar

ne
gi

e 
cl

as
si

fic
at

io
n,

 a
nd

 lo
ca

le
. 

N
um

be
r 

of
 o

bs
er

va
tio

ns
: 1

,2
78

. N
um

be
r 

of
 u

ni
ve

rs
iti

es
: 5

04
. *

 p
 <

 .0
5.

  

774 LIU ET AL. 



known as the fixed-effects logit) models because the conditional logit model only uses 
observations of universities that switched status (i.e., universities that suffered security 
breaches in some years but not others) in the estimation [9, p. 211]. Therefore, the use 
of such models would result in dropping the majority of the observations from our 
sample, because for a large number of universities the dependent variable does not vary 
over the years (i.e. they never suffered a cybersecurity breach during the sample 
period). Finally, since the cybersecurity breaches in our sample are relatively rare, 
a conventional logit model might not be adequate because it may suffer from small- 
sample bias and sharply underestimate the probability of rare events [48]. The pena
lized likelihood method is a commonly used approach to reduce such bias by using 
maximum likelihood estimations [29, 36]. Therefore, we use penalized maximum like
lihood in accordance with logistic regression (or Penalized Likelihood Logit model) to 
address the issues associated with rare events and show the results in columns 7 and 8. 

We find strong support for H1, which predicts that universities with a centralized IT 
governance will have fewer cybersecurity breaches than those with a decentralized IT 
governance. Particularly, the results from the main effect models across the different 
specifications, presented in columns 1, 3, 5, and 7, consistently show that IT centralization 
reduces the probability of suffering a cybersecurity breach. The coefficient estimated from 
the FE model, for example, implies that a one standard deviation increase in IT centraliza
tion (or increase the level of IT centralization by 0.16 on a scale between zero and one) is 
associated with a reduction in the probability of a cybersecurity breach by 0.161*0.16 = 
2.6%. Given the mean cybersecurity breach probability of 5.7%, this represents a 45.6% 
reduction in the breach likelihood. 

Next, we turn to the evaluation of the moderating effect of IT heterogeneity on the 
relationship between centralized IT governance and cybersecurity breaches. We follow prior 
literature to mean-center the variables in the interaction term [57, 78] to allow for a more 
intuitive interpretation.8 We find strong support for H2, and the negative coefficients of the 
interaction term, (IT centralization) X (IT heterogeneity), in columns 2, 4, 6, and 8 consistently 

Table 5. Cybersecurity breach: Main models  
(1) (2) (3) (4) (5) (6) (7) (8)  

OLS Fixed Effects Random-effects Logit Penalized Likelihood Logit 

IT Centralization -0.146** -0.145** -0.161+ -0.175+ -2.439** -1.924* -2.208** -1.693*  
(0.052) (0.052) (0.094) (0.094) (0.843) (0.915) (0.781) (0.829) 

IT Heterogeneity -0.039 -0.013 -0.024 0.027 -0.360 -0.552 -1.117 -1.395  
(0.035) (0.037) (0.127) (0.129) (1.116) (1.029) (1.235) (1.188) 

IT Centr. X IT Hetero.  -0.750**  -1.037*  -10.644*  -10.989+   

(0.259)  (0.481)  (5.281)  (5.685) 
Constant -0.096 -0.121 0.789 0.779 -10.609** -11.235** -7.498** -8.209**  

(0.132) (0.132) (1.713) (1.709) (2.051) (2.146) (2.877) (2.945) 
Year fixed effects Yes Yes Yes Yes Yes Yes Yes Yes 
N 1278 1278 1278 1278 1278 1278 1278 1278 
R2 0.076 0.081 0.021 0.027     
Log likelihood     -242.263 -240.762 -207.069 -207.081 
Prob > Chi2     0.000 0.000 0.017 0.011 

Notes: All regressions include the control variables: Outsourced Security; # Data Centers; Log(# Students); IT Funding per 
Student; Log(Research Grants); State Cybercrimes; and Multi-institutional Collaboration. We also include a set of 
categorical variables as controls: Carnegie Classification, Locale Code, and Intrusion Detection and Prevention policies. 
Both IT Centralization and IT Heterogeneity are centered. 

Robust standard errors clustered by universities are in parentheses. + p < .1, * p < .05, ** p < .01.  
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show that when a university has a more heterogeneous computing environment, the benefit of 
having centralized IT governance in reducing cybersecurity breaches is greater. For example, 
the marginal effect calculations based on column 4 (the FE model) suggest that when IT 
heterogeneity is at the 1st quartile of the sample (IT heterogeneity = -0.054), the effect of IT 
centralization on the probability of cybersecurity breach is -0.175+(-1.037)*-0.054 = -0.119. 
This means a one standard deviation increase of IT centralization (0.16) is associated with 
a reduction in the probability of a cybersecurity breach by 1.9%, accounting for 33.3% of the 
mean breach probability of 5.7%. In contrast, when the IT heterogeneity is at the 3rd quartile of 
the sample (IT heterogeneity = 0.107), the marginal effect of IT centralization is -0.175 
+(-1.037)*0.107 = -0.286. This means a one standard deviation increase of IT centralization 
is associated with a reduction in the probability of a cybersecurity breach by 4.6%, accounting 
for 80.7% of the mean breach probability of 5.7%. 

Robustness checks 

One of the identification challenges in the context of our study is the endogeneity of the 
degree of IT centralization. Although our use of fixed-effects panel data models helps 
control for all time-invariant, unobserved university-level heterogeneities, and we explicitly 
control for many other university characteristics, there may still be some time-varying 
unobservables that are correlated with both IT governance mode and the probability of 
cybersecurity breaches. To address this concern, we turn to instrumental variables methods 
to correct for the potential bias. Two instrumental variables are identified: 

(1) Average Distance, which is defined as the average distance between a focal uni
versity and other universities in the same multi-campus university system, and 

(2) Private Sector CIO, a binary indicator of whether the university CIO’s immediate 
prior job is in a private sector (a detailed description of the instrumental variables 
can be found in the Supplemental Online Appendix). 

We first conduct a two-stage least square (2SLS) analysis with fixed effects to address the 
endogeneity associated with the main effect of IT centralization, and present the results in 
columns 1 and 2 of Table 6. In the first stage, as we expected, both IVs, Average Distance and 
Private Sector CIO, are positively associated with centralized IT governance (p<0.05). 
The second stage of the 2SLS regression confirms that our finding with regard to H1 is robust 
to the endogeneity of IT centralization, as its coefficient remains negative and significant (p <  
0.05). The F-statistic of the excluded instruments in the first stage has a value of 37.79, which is 
greater than the conventional threshold value of 10 [79], and indicates that our instruments 
are not weak. This is further confirmed by the Kleibergen-Paap rk Wald F statistic (with 
a value of 37.79), which is greater than the Stock-Yogo critical value [12, 81] at 10% maximal 
IV size (19.93). In addition, the Hansen J statistic has a value of 0.98 and cannot reject the null 
(p = 0.32) that the overidentification restrictions are valid. 

We next turn to a 2SLS model in which we instrument for both the main effect of IT 
centralization and its interaction with IT Heterogeneity. To address the endogeneity of the 
interaction term IT Centralization X IT Heterogeneity, we use the interactions of IT 
Heterogeneity and the two IVs – Average Distance X IT Heterogeneity and Private Sector 
CIO X IT Heterogeneity – as additional instruments. In other words, we have two endogenous 
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variables and four instruments in this exercise. The results of this 2SLS model are presented in 
columns 3-5 of Table 6. We find that H2, which states a moderating effect of IT Heterogeneity 
on the relationship between IT centralization and cybersecurity breaches, is also robust to the 
endogeneity of IT Centralization, as suggested by the negative and significant coefficient of IT 
Centralization X IT Heterogeneity. Here, again, we find that our instrumental variables do not 
suffer from weak identification, as suggested by the F-statistic of excluded instruments (19.11 
and 12.93, respectively) in the first stage, as well as the Kleibergen-Paap rk Wald F statistic 
(10.58). In addition, the Hansen J statistic indicates that overidentification restrictions are 
valid (J = 1.36, p = 0.51). Overall, the instrumental variables regressions increase our con
fidence that the findings are not due to estimation bias associated with the endogeneity of IT 
Centralization. 

Beyond endogeneity concerns, we further explored the robustness of the findings 
through a series of tests. First, we employed an alternative estimation strategy using 
hazard models, which are often employed for medical data analyses [44] and are gaining 
popularity in IS research [39, 53]. Survival analyses usually model the underlying and 
unobserved hazard rate as the dependent variable and assume the covariates multiplica
tively shift the baseline hazard function. They do not depend on the normality assumption 
imposed in some other models and provide an approach to address the incomplete 
observation of survival times when censoring occurs [38]. For example, applying a Cox 
proportional hazard model—a semiparametric specification that makes no assumption 
with regard to the shape of baseline hazard over time—to our context, we have 

Table 6. 2SLS estimation  
(1) (2) (3) (4) (5)  

Main effect Moderating effect  

First Stage Second Stage First Stage First Stage Second Stage 

Dependent Variable IT Centr. Security Breach IT Centr. IT Centr. X 
IT Hetero. 

Security Breach 

Log (Average Distance) 0.042**  0.014 0.011**   
(0.006)  (0.016) (0.003)  

Private Sector CIO 0.052*  0.010 0.029   
(0.023)  (0.075) (0.041)  

Log (Average Distance) x IT Hetero.   0.042+ -0.020**     
(0.022) (0.005)  

Private Sector CIO x IT Hetero.   0.074 -0.038     
(0.118) (0.063)  

IT Heterogeneity 0.116* 0.352+ 0.045 0.053** 0.364*  
(0.052) (0.188) (0.054) (0.018) (0.182) 

IT Centralization  -2.267*   -1.713+   

(1.154)   (0.990) 
IT Centr. X IT Hetero.     -4.145+      

(2.452) 

N 1170 1170 1170 1170 1170† 

Hansen J 0.983 (p = 0.321) 1.364 (p = 0.506) 
Kleibergen-Paap rk Wald F statistic 37.79 (p = 0.00) 10.58 (p = 0.00) 
Stock-Yogo critical value, 10% max IV size 19.93 7.56 

Notes: All regressions include the control variables: Outsourced Security; # Data Centers; Log(# Students); IT Funding per 
Student; Log(Research Grants); State Cybercrimes; and Multi-institutional Collaboration. We also include a set of 
categorical variables as controls: Carnegie Classification, Locale Code, and Intrusion Detection and Prevention policies. 
Both IT Centralization and IT Heterogeneity are centered. 

Robust standard errors clustered by universities are in parentheses. + p < .1. * p < .05. ** p < .01. †108 observations 
dropped due to singletons.  
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hiðtjXit;ZitÞ ¼ h0 tð Þ � expðβ0 þ β1Xit þ β2ZitÞ (4) 

where hiðtjXit;ZitÞ is the conditional instantaneous hazard rate of cybersecurity breach for 
university i at time t; h0 tð Þ is the baseline hazard function that depends solely on time, and 
the second component on the right-hand side characterizes how the hazard function changes 
as a function of covariates; X and Z are the same variables used in the main model; and β can 
be interpreted as the impact of variables of interest on the hazard rate associated with security 
breaches. The survival time is measured by years in our baseline model. In addition, we use 
a specification that accommodates multiple failure (breach) events, allowing a university with 
a security breach event to be subject to breach hazard again in subsequent periods. 

We investigate the robustness of H1 and H2 using survival models as specified in 
Equation (4). 

First, we test two functional forms that are most commonly employed in survival analyses: 
a semiparametric specification in the form of a Cox proportional hazard model and 
a parametric specification where the probability density function follows an exponential 
distribution [80]. The results are reported in columns 1-4 of Table 7. We find that H1 and 
H2 are consistently supported across all the model specifications, although the interpretations 
of the marginal effects are different from an LPM approach due to the nonlinear nature of 
these models. For example, the calculations based on the results in column 1 suggest that when 
comparing a situation where IT centralization is 1 (completely centralized) to a situation 
where IT centralization is 0 (completely decentralized), the hazard ratio (or the ratio of the 
two hazard rates) is 0.136 (=exp(-1.997)), or a reduction in the instantaneous hazard rate by 
86.4% when IT centralization changes from 0 to 1. 

Second, we have taken a number of measures to address some of the limitations of our 
baseline regressions, including issues related to partial observability of the security 
breaches, the omission of the severity of a breach event, and potential learning effect 
from the security breaches. The results of these robustness tests are presented in the 
Supplemental Online Appendix. 

Table 7. Cybersecurity breach: Survival models  
(1) (2) (3) (4)  

Survival Model (Cox) Survival Model (Exponential) 

IT Centralization -1.997** -1.521* -1.917** -1.453*  
(0.678) (0.736) (0.681) (0.736) 

IT Heterogeneity -0.979 -1.225 -0.905 -1.142  
(1.121) (1.050) (1.127) (1.049) 

IT Centr. X IT Hetero.  -9.044+  -9.273*   
(4.707)  (4.623) 

Constant   -7.056** -7.673**    
(2.325) (2.422) 

Year fixed effects Yes Yes Yes Yes 
N 1278 1278 1278 1278 
Log pseudolikelihood -374.022 -372.761 -187.769 -186.389 
Prob > Chi2 0.000 0.000 0.000 0.000 

Notes: All regressions include the control variables: Outsourced Security; # Data Centers; Log(# Students); IT Funding 
per Student; Log(Research Grants); State Cybercrimes; and Multi-institutional Collaboration. We also include a set 
of categorical variables as controls: Carnegie Classification, Locale Code, and Intrusion Detection and Prevention 
policies. Both IT Centralization and IT Heterogeneity are centered. 

Robust standard errors clustered by universities are in parentheses. + p < .1. * p < .05. ** p < .01.  
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Subsample analyses 

We note that our sample consists of a variety of universities of different ownership 
structures as well as organizational objectives. This provides an excellent context for 
testing the contrasts between subgroups, and for inferring the potential generalizability 
of the findings. For example, research universities, in addition to providing higher educa
tion, also conduct basic and applied research, as well as provide services to the larger 
community. As a result, they usually have a pro-innovation culture and a set of organiza
tional routines that encourage academic freedom and a high degree of autonomy in 
comparison to teaching universities. Such culture and routines place a greater emphasis 
on flexibility rather than efficiency in the implementation and use of IT systems, and 
therefore often result in more decentralized IT governance and a more complex IT 
environment. 

We conduct two split sample analyses to examine the differential effects of IT centra
lization across different types of universities. 

First, we compare universities with a heavy research orientation (which include Carnegie 
Classifications of research university–extensive and research university–intensive) with those 
that focus primarily on teaching (other Carnegie Classes). Consistent with our expectation, we 
find that research universities on average have a lower level of IT Centralization (55.6%) than 
that of teaching universities (64.7%), and have a more heterogeneous IT environment (0.66) 
than teaching universities (0.57). In columns 1 and 2 of Table 8, we show the contrast between 
the subsamples using the fixed effects LPM model.9 We find that research universities benefit 
significantly from IT Centralization in reducing their chances of cybersecurity breaches, but 
the effect is not present for teaching universities. This result is consistent with our argument 
that organizations with a more heterogeneous IT environment benefit more from centralized 
governance. 

Second, unlike some other industries, the higher education sector consists of large 
numbers of both public and private institutions. Comparing the two groups, we find that 
private universities not only have a higher level of IT Centralization (64.9%) than that of 

Table 8. Subsample analyses  
(1) (2) (3) (4)  

Fixed Effects LPM 

Sample 
Teaching 
University 

Research 
University 

Private 
University 

Public 
University 

IT Centralization -0.016 -0.372* -0.059 -0.249+  

(0.096) (0.179) (0.116) (0.147) 
IT Heterogeneity 0.043 0.067 -0.047 0.031  

(0.107) (0.354) (0.123) (0.267) 
Constant -0.427 6.054 0.082 0.974  

(1.415) (5.064) (1.627) (3.623) 
Year fixed effects Yes Yes Yes Yes 
N 813 465 666 612 
R2 0.020 0.081 0.027 0.026 

Notes: All regressions include the control variables: Outsourced Security; # Data Centers; Log(# Students); IT 
Funding per Student; Log(Research Grants); State Cybercrimes; and Multi-institutional Collaboration. We also 
include a set of categorical variables as controls: Locale Code, and Intrusion Detection and Prevention 
policies. Column (3) and (4) also control for Carnegie Classification variable. Both IT Centralization and IT 
Heterogeneity are centered. 

Robust standard errors clustered by universities are in parentheses. + p < .1. * p < .05. ** p < .01.  
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public universities (57.5%) but also have a lower degree of IT heterogeneity (0.56) than 
public universities (0.65), probably because many private universities have a highly spe
cialized focus. We conduct a subsample analysis and present the contrast in columns 3 
and 4 of Table 8. Interestingly, we find a strong effect of IT Centralization in reducing 
cybersecurity breaches for public universities, but not for private universities. Overall, the 
results suggest that the effect of IT centralization is most salient for organizations with less 
centralized governance and a more heterogeneous IT environment. 

Conclusions 

This study examines the implications of the mode of IT decision making on information 
security management. We developed hypotheses regarding how centralized IT decision 
making impacts information security and test them using a sample of 504 universities over 
a four-year period. Our theoretical development and empirical analyses yield two impor
tant findings. 

First, we show that centralized IT governance in a university is associated with fewer 
cybersecurity breaches. We attribute the effect to a number of underlying mechanisms; for 
example, centralized IT governance is conducive to the establishment of uniform control 
and organization-wide security policies, better strategic alignment, and well-defined 
accountability. In addition, centralized IT governance facilitates universal compliance 
with security protocols, results in better security information sharing, raises the level of 
awareness of security issues, and enhances coordination between business units. 

Second, we find that the effect of centralized governance on information security is 
stronger when a university has a more heterogeneous IT environment with different 
computer operating systems and hardware from a multitude of vendors. We argue that 
this is due to specialization and economies of scale associated with centralization. Under 
a more heterogeneous computing environment, it is doubly difficult for a department-level 
IT staff to understand how the various IT subsystems interoperate with one another, and 
how security risks are interdependent, resulting in a reduced ability to respond to 
cybersecurity issues appropriately. A centralized IT unit, by advantages of resource pool
ing and a better understanding of the overall IT architecture, is more capable of managing 
security risks under a sophisticated IT environment. 

Our research makes an important contribution to the literature on information security 
management. We focus on information security implications of IT governance decisions 
and policies, a responsibility that usually resides with top executives and board of 
directors, instead of the daily activities of the IT department such as software patching 
[7, 20] or intrusion detection and prevention [21, 25]. Consistent with recent call for 
bringing the issue of cybersecurity to the attention of board of directors [65, 72], the 
results of our study suggest that information security should enter the calculus when 
management makes IT governance decisions, and it needs to be considered alongside 
other factors such as flexibility [27], agility [93], and efficiency [10]. This process will 
invariably introduce subtle tradeoffs in information systems planning and sometimes lead 
to conflict and delicate compromises, such as sacrificing the flexibility of information 
systems for the benefits of enforcing standardized security protocols. Our research pro
vides empirical justifications for making such tradeoffs. Another notable contribution of 
our study is that in managing information security, the heterogeneity of an organization’s 
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computing environment needs to be considered alongside other organizational factors, 
because it may interact with IT governance decisions in complex ways and influence the 
performance of ISM. 

We also provide several insights for information security practices in the higher education 
sector. In a university setting, the implementation and use of IT systems often place a strong 
emphasis on individual autonomy [16] and flexible solutions that cater to idiosyncratic depart
ment needs [98], resulting in a fragmented, heterogeneous IT infrastructure with minimum 
standards and low level of compliance of security protocols, and the situation is particularly 
alarming in public, research universities. Therefore, it is important for IT steering committees in 
such universities to realize that a centralized IT governance approach can help establish uniform 
security standards and protocols throughout the campus and enforce universal user compliance. 
In addition, centralized governance is more efficient in system integration, information sharing, 
and coordination among various departments and, therefore, helps with a concerted effort to 
combat cyberattacks. The delicate balance between business needs and security considerations 
may result in a hybrid approach that combines centralized infrastructure governance (including 
security) and decentralized application governance, as proposed by Tiwana and Kim [87]. 

Like much of the earlier research in information security management, our study has 
a number of limitations. First, due to data limitations, the sample of this study represents 
a relatively short panel during the period of 2011 to 2015. This is because several important 
independent variables used in our analyses are not available in years subsequent to 2015 due to 
changes in Educause survey questions. We call for future research to investigate the research 
questions using more recent datasets. Second, our focus on cybersecurity breaches in a single 
industry, the higher education sector, implies that caution needs to be exercised when 
extrapolating our results to other contexts. Nevertheless, the higher education sector repre
sents a significant fraction of the U.S. economy and therefore is important in its own right. 
According to the National Center for Education Statistics [77], the total revenues of degree- 
granting postsecondary institutions are $604.6 billion, accounting for 3.5% of GDP in 2014 
[96]. In 2013, postsecondary education in the United States employed 3.8 million workers in 
total, representing 2.4% of the 155 million workers in the labor force [89]. In addition, higher 
education institutions invest heavily in information technology. On average, the education 
sector spends 6.2% of its revenue on IT, a level surpassing all industries except for the financial 
services and government sectors [63]. Although the generalizability of the findings to other 
industry sectors needs to be validated by future research, our subsample analyses do point to 
the conditions under which our findings are most likely to hold, for example, in organizations 
that have an entrenched culture of decentralized decision making and those with hetero
geneous IT infrastructures. It is our conjecture that a similar effect of IT centralization will be 
found in industries that share some of these characteristics, such as the healthcare industry. It 
is exactly the combination of these conditions that make an organization vulnerable to cyber- 
attacks in the first place [19]. In these days of escalating attempts to breach information 
systems everywhere, it is imperative that senior management and CIOs consider the impact of 
IT governance decisions on their organizations’ cybersecurity outcomes. 

Notes  
1. There are a number of notable exceptions. For example, see Kwon and Johnson [53].  
2. For a detailed discussion of the sources of security breach data, see Adebayo [1]. 
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3. In our sample of 1,278 observations, only one has reported two security breaches in a year.  
4. For example, a university that suffers from a security breach may invest heavily in security 

countermeasures after the event in the same year. The use of contemporaneous predictors 
will lead to the incorrect inference that more investment in security countermeasures causes 
more breaches, due to reverse causality.  

5. These programs include: Higher Education Information Security Council (HEISC); REN- 
ISAC (Research and Education Network Information Sharing and Analysis Center); Public/ 
private information sharing activities such as the U.S. FBI InfraGard program; National 
Security Higher Education Board; EDUCAUSE Security Discussion List; EDUCAUSE 
Policy Discussion List; EDUCAUSE Identity Management Discussion List; State or regional 
group; Internet2.  

6. There are a few universities reported an unusually small number of students, low IT Funding, 
or low number of data centers. We identified 23 observations (with 18 universities) as 
possible outliers, and all the results still hold when we exclude these outliers.  

7. We calculated the variance inflations (VIFs) to test the multicollinearity. The average VIF is 
1.57, and the maximum variance inflation factor value is 5.74, which is smaller than the usual 
threshold of 10.  

8. In addition, we perform a test using the residual centering approach [55] and find our results 
to be robust.  

9. Other models such as logistic models and survival models show similar results. 
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